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● SWPC
● Overview of SWPC Computing 

Resources
● Local Data Processing
● High-Performance Computing
● Space Weather Prediction 

Testbed
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Outline
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● Located in Boulder, Colorado
● Official source for space 

weather alerts and warnings 
in the United States

● Consists of the Space 
Weather Forecast Office, as 
well as Research and 
Technology Divisions

3

NOAA Space Weather Prediction Center



Department of Commerce // National Oceanic and Atmospheric Administration // National Weather Service // Space Weather Prediction Center

● Servers are mostly VMware-managed virtual machines from on-
prem server racks
○ Some additional on-prem standalone servers still abound

● Separate dev/staging and ops/production environments
○ However, no consistent mirroring or deployment strategy between the two

● Direct pipelines to or from external partners for pushing/pulling of 
data used as inputs to applications, models, etc.
○ Intermittent issues have arisen with firewalls in current setup
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Present SWPC Computing Resources



Department of Commerce // National Oceanic and Atmospheric Administration // National Weather Service // Space Weather Prediction Center

● We are highly [human] resource limited!
● Prioritize systems with expiring hardware/OS support
● Prioritize applications with expiring software licenses

○ Is anybody that eager to support IDL-based applications still...?
 Are any of you under the age of 40?

● Lift and shift in as many cases as possible
○ Mercifully, many applications at SWPC are already Dockerized
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To the Cloud With Them
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● Each system requires an audit to determine computational and 
storage/bandwidth footprints

● Cost-benefit analysis is necessary in many cases
● Don't break what works – on-prem computing isn't fundamentally 

broken, it's just not scalable
● That said, there may be poor software practices underlying large-

footprint systems
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Cloud Concerns
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● Presently, SWPC has three models running with NOAA-wide 
resources at the National Centers for Operation (NCO)
○ WSA-Enlil, Geospace (SWMF), and WAM-IPE

● All are running on WCOSS2
● AWS beginning to get heavily involved MPI-enabled/inter-node 

communication workflows
○ Similar major need for benchmarking with respect to I/O costs and general 

feasibility
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HPC Needs at SWPC
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● Public website
○ Visualizations from model outputs
○ Text and JSON via ftp-esque "services" site

● NOAA Operational Model Archive and 
Dissemination System (NOMADS)

● NOAA Open Data Dissemination (NODD)
● Unified Data Library (UDL)
● NCEI Archival
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Data Dissemination at SWPC
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● SWPT's aim is to accelerate the evaluation and implementation of 
new space weather forecasting capabilities from research into 
operations

● Internationally collaborative platform
○ By necessity, cloud-based infrastructure will be a key part of SWPT's 

computational architecture

● Targeting open science, open data, open validation
○ Enable more efficient research-to-operations (R2O) and operations-to-

research (O2R) by making our science more accessible to the community
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Space Weather Prediction Testbed (SWPT)
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● SWPT will transform how applications and technologies are 
adapted into operational use at SWPC

● The highly collaborative nature will allow stakeholders of all types 
(end-users/forecasters, developers, scientists, etc.) to provide 
input into the nature of what is eventually put into production

● Critical separation of concerns: freedom from traditional SWPC 
operational support gives SWPT developers ability to focus on 
proper software development
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Space Weather Prediction Testbed
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● We are attempting to rapidly modernize the computing 
architecture at SWPC

● SWPT will play a significant role in the adoption of new 
technologies into operational use at SWPC

● We need help both internally and externally

Thank you! Questions or comments are welcome.
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Summary


	The Space Weather Prediction Testbed's Role in the Modernization of Data Pipelines at the NOAA Space Weather Prediction Center (SWPC)
	Outline
	NOAA Space Weather Prediction Center
	Present SWPC Computing Resources
	To the Cloud With Them
	Cloud Concerns
	HPC Needs at SWPC
	Data Dissemination at SWPC
	Space Weather Prediction Testbed (SWPT)
	Space Weather Prediction Testbed
	Summary

